**Кластерный анализ** – это совокупность методов, позволяющих классифицировать многомерные наблюдения. Термин кластерный анализ, впервые введенный Трионом (Tryon) в 1939 году, включает в себя более 100 различных алгоритмов.

В отличие от задач классификации, кластерный анализ не требует априорных предположений о наборе данных, не накладывает ограничения на представление исследуемых объектов, позволяет анализировать показатели различных типов данных (интервальным данным, частотам, бинарным данным). При этом необходимо помнить, что переменные должны измеряться в сравнимых шкалах.

Кластерный анализ позволяет сокращать размерность данных, делать ее наглядной.

**задачи кластерного анализа**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=2)

Задачи кластерного анализа можно объединить в следующие группы:

1. Разработка типологии или классификации.

2. Исследование полезных концептуальных схем группирования объектов.

3. Представление гипотез на основе исследования данных.

4. Проверка гипотез или исследований для определения, действительно ли типы (группы), выделенные тем или иным способом, присутствуют в имеющихся данных.

Как правило, при практическом использовании кластерного анализа одновременно решается несколько из указанных задач.

**схожесть кластеров**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=3)

Критерием для определения схожести и различия кластеров является расстояние между точками на диаграмме рассеивания. Это сходство можно "измерить", оно равно расстоянию между точками на графике. Способов определения меры расстояния между кластерами, называемой еще мерой близости, существует несколько. Наиболее распространенный способ - вычисление евклидова расстояния между двумя точками i и j на плоскости, когда известны их координаты X и Y:

![D_{ij} = \sqrt{ (x_i - x_j)^2+ ( y_i - y_j )^2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQEAAAAfBAMAAAAVaWWRAAAAMFBMVEX///8AAAB0dHQiIiIMDAxAQEAwMDCenp62traKiorMzMwEBARiYmLm5uZQUFAWFhaE2W1VAAADvUlEQVRIDcVVS2gTURQ9yTj5TCcmBb9FISq6slAQERdKNoKLCqFQBRE7iBQFxdaVi4IpqBsF042guJgKLeIH3bhQFIL4Qak1/hYFF1kL1ooUf1C99728+WbaCIZe2vfuPfec++7Mu9MCC1usvYWWW/h8INEMqaWcyy2t3kzx482QWsqxWlq9ieLJfBOkllL0akvLN1FcI87L+XnxEpCaOBIgmXYA8IUezYZlvXu3+ZL+4AKQLvuhUETD+hHnAy9rgW/I1aRWAzcroaIO8AkYd4IIhwjDiA34soblC0OBqzHXAkn6jbIuIPh+Q9TEAFJ4Y/vwRMkXhgJXoxUouSZEUIBRA2ZUELUnLcoclFmeG7as3CJXV9NWJNK9SKJZQpwZ81sODkt1sHF+BeBoRstEXRFJp4IaMYzNxcdWkHTtqblJYt+BIVSFrzrYTqJnJfQERLeOQM8LzNGsI6Gx3OHpf9i+OfEYvc8S8BZbpoLDkslrO0bksYeQenWNaGSqgx/AUr0ImnOf1XoRoyciczSHKUgHeYKCG7Q9B9rolArmYEvUWU1ka4aMpjHa3i5d1cEj4NSSSirQdrLUjWHZtaPhEUjkcAfQZW/OCZluci0gRlsVK2klEnCD7TY5GfkBsuwpJ6SpDnIUjtpmQYgMIeKTjQ48kUcpjcGP/6ZG5fjHZ+YJworUASuTXJEZRj/bMcEc5JVBVY3u8Hf9DvnhX0Mrivy4EFUIMmew1a+JM5Nvom7eOaBLjpfpFmzKLZ1RDM/+RfkHlOPOwQOC5tSdu+lsTY2G0iQK9CE9gLkf8UmXJz0amQR5S0qAnS1mykTymoFZTEnZURdXt7CboPt05wFRW5lGQxylNG0WMn1VXDmKU3zfPstaooNEHsmOizWTSV4bvD5HEypkfFzdVAeHKP5Jbzcgypbpmb0a/euu3n5607iL6mlVRO3mXVwmn/4iGT2dPZ1M8trY+g/rq1JWcHHVwUaCzk3MBkWpY6+LIQ2r4xYwzY7XjFU4TnGmUAeZFDaSpWsurDp4L6BVorKbJS9WEkd5NZzXTgLh/9EPYXFyHy9kTAobyTTbhXly2PQBaDWa/IBoJ30g4iivhvnmC/GHml2P9SXzHL2rQ0wKWw44G0aR6ULWPlMVlT3pX6k9FDXWpGY8ROmOfKiyk6zIsOHKMqtRZgjpyc+hxNVpKtlYo+v5ED12SUJXQhkHYFlc9OlAdSdtBxEVR2i0CUVwd63b9SO8RrIIqgP/g8bscFSL5BiFRTrYPbbhBbvp/+D9BZ9q5rhl1gr2AAAAAElFTkSuQmCC)

*Примечание:* чтобы узнать расстояние между двумя точками, надо взять разницу их координат по каждой оси, возвести ее в квадрат, сложить полученные значения для всех осей и извлечь квадратный корень из суммы.

**Математические характеристики кластера**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=4)

Кластер имеет следующие математические характеристики:

**Центр кластера** - это среднее геометрическое место точек в пространстве переменных.

![x_{kj} = \frac {\sum_{j=1}^n w_jx_{ij}}{I_k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJEAAAAtBAMAAABc/pQeAAAAMFBMVEX///8AAADMzMx0dHRiYmJAQEAwMDDm5uYiIiKKiooWFhZQUFCenp62trYEBAQMDAz8s8N2AAACuklEQVRIDaVWTYvTUBQ9bZIm/c6ItgyI1PrBbIRIndmJVWc2o0hBXDircdDulCys4MJhHIRBLExc66ILBT8QKiKCbjIiCMJAB10NguBiFNx04Q/wvaRpk8x7+bB3kd57z3nn5r0mhwAR4ubSiW4EGp+SKDWbzfWJSRh/ofJpERBhkpKE35DVfD8CP4ByRaegoqdXsuPtDssdqiQbUj3zjWb/H/m99tpUJXvepXL4OoqV5R7tHJoTZ1wIP31t0f149y22UNRIW9aUtYe6H2fVmT6jm+s9wTxEk0AiMt0kg7K7lSzt7gHJPXgAQYdkyEiYpO4Al1lEd49562IH+yGQvRHmBmWT/YVu8exA1hm5SmulmyxTJRrv7Z/Qa64xoAxGPvpJ66KRVvERwjkk8RS3MVdB6Ns05Z9lKaXq2TI0bCawcewl6umjRq6n+pm+es2qXSMtJfnqmekaOZovOFJr1XQUIOc6vpW+MtWjjbRJRrYukQAsJYf1YZCQZzPsbbLP+5RrpEepPVBqa1BMR575m1utVqvf5/e5RnqUnLOZNZBgCgybqRdWvCL/u9kiVnXNu7t8Z8jE9igNzpyRn0rakChJo7xxcdgOSVgjldnRont1mkcwhmgj/cYgWWfzbDSPZPZIT4tRRDcGxmJPyzYGqUOakuFBMBEn6CNBjUFokAt1ibGCGoMyvB3WOUWTt42hcGeGusRYYRkDth/foi4xVtjGcOGd5RLhStm7O2Ygq/2DwI5LBDK3hifKpqkJ4suOS7Apg+5pPRBOrmRPItr3yHqgkA26XYJPJ24VFm6X4HPz1pcQH6eI2yX4TLHMx+IhqX48Pp9dWAQW+HAM5KAGTMfg86nHK8B9PhwDuUG4v74uxljBo+4A+eefx1eSFw4sQfyj8+bE7Cub/ZgrePQEVI2HxetP4U2PseIfHvqLYtPJcPkAAAAASUVORK5CYII=)

**Дисперсия кластера** - это мера рассеяния точек в пространстве относительно центра кластера:

![D_k = \frac{\sum_{i=1}^{I_1} \sum_{j=1}^n w_j(x_{ij}-\overline x_{kj})^2}{I_k -1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQYAAAAyBAMAAABMh2gAAAAAMFBMVEX///8AAAB0dHQiIiIMDAxAQEAwMDCenp62traKiorMzMwEBARiYmLm5uZQUFAWFhaE2W1VAAAEuElEQVRYCcVXXYhbRRT+cm9+b+7NJqCrVheyKy2CFlcUig+V+CD4GApbQYobaxu6tWJaEYpUzEp9EmzEh8I+JSuWUn9f7IOgpkIFa22zSouLfQiCT2qboqKCVM/MnbmZ+2du9+fuIcyc7ztnZs6Z31wgglwZb0TwWl8Xo7i+/UfpXRtE8VqRT/b8vmjt0n28Ec1TeJ2L5K01gSt4vRfJOd/Q9vocrS8XL/hIm8i1Qgwe+jlgHomGh3XBUr1ef+bRUgsd4EXHItlcsptwSLdywg1DEfllsdQOtZNhkqdz7zTuV2Nw2CUcDWkdvsQlLrJZmk3BUxIF1ukJTm/HI2oMDvsWrgY2AwYhvJfO1ACt6mVd2Pqcw+UPxpvKWkgWu/BX1+UvwYhupRvVReAIegrhV+e7DjfcD5DsfvzScOx4bx+S7R+ajNBbgHFf9YsaAx5ZPGtuGVJ/IvvNYnOIA7TC7ZLM7ClLFUPWoUjp/0R7PMm9xprAt3hw2V5K1QlWWd/+5jDx3eiUSi4HP/jdTxETxGaa/+AiTD4xeRqkixto+1ubGOsbQzpsQw09gE5NRVIPZI1NtHW1HlItsCPbw21UfgiGgVNM3ifF4tdBakAqM5ylepTkAqYTCGTNAY2qsVGQoHlApkgFAfrBoIumXj/ARztIJd+0zBAlBrPM21E6XPQ2rwRrp0gMp/W+McFiIMm3qSiwXAPkGnFs03LZJer/q8RpYCGT5H5u81qeERedbOWKeAnaBSDZBNpjVatlPskxb2QXBv7AMvLfb7ENc4opRDWm3QaeILysnXe6W5hAGYdpM6TLyGw61jexMMex0snBkzdoux47ftk2PK6YQlS9xwwGpWOLHYNghyly2jpwbvMU7cVX+HIbO7bu2Ap8xLFozap3pi5N9fD1r7YjKoopRLXv/eMLc9YMSdVOGIKlTFy06OMqbUPZtVZD4H2+jT005JjrU83l7ltmdm6TQK3NMkNahdKxhSfssCxlLpwWOlhPTwigHwLH0ibrYoI2LzmKPU509g7g3a60K/ULdKhPHrleZelw4YNJdpiiK4YieX4n/M2v+JMgkFMZ04V7uOE1hzLpEsgEXQTP/8ulqR+ydtL5FmshWcpEpUV32QEpma7TOccOUhRmqDlYr5B6lwP9CkuHSebMblsRJUuZRKVTqTKjFljBRGAbqCUz0K0qJV8l7WOJotdBKern3e292LF6DJ0WWcYda1QlNMWoHah+kzQlxq2CSfEt8JtqD9E9mYR4RaT3kF+OzsZGCtsK6SJmvTEk7D+g61/SMrApWOpjszeGGLHGrgZaj4f5mNH3w1qGmK7QffwJ8OmrtbXs9qb6ytdgzfaQ/fvlDYshdf2xmTrdEOZndEQ3WPTDlZVGUHjgdMPX1qr6qJFEAsXySKcQh3maR68cnfYyo/Hb+LE52ivY40zPx1++toIYfL3cBPFQgG865hjkY6OGEnMM7I+YT2KOgf0R80nMMbCb1icxx0A3rXh1DfZte4qfkphj6JQhXt0T7Nu23gVJzDFMtuWrywYXEnMMz9Kwvlc35hhO03eS79VND+SMxFBbs3fu97+6hafH6cM2VlnFq7tmca7m1V2rIFbz6uI/78ggJE5ikT8AAAAASUVORK5CYII=)

**Среднеквадратичное отклонение (СКО) объектов** относительно центра кластера:

![S_k = \sqrt{D_k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFgAAAAfBAMAAACR5hfTAAAAMFBMVEX///8AAABQUFBAQECenp7m5uZiYmLMzMwiIiIMDAyKiooWFha2trYwMDB0dHQEBAS3lpqfAAABpElEQVQ4EYWTT0sCQRjGHxVd2XLNwEPSKegumF0isi8QQhAVBes9ae0QdDMQwpvQrdMKfQAvghCCHcOL3fpzik5F0SHoJvTOzuw6rrrzwuw87/P81pkdHCC4mimpglFgoAKkXLelRiUTRRUh5QlJK+WOkpCAvKSVsqokRsC8OdJchVfW9vye6MMWYFxe554KwtCuELuZAceZf29D+xPAHL2dngGfMb9EZ70tzrtP/WAGfML8Oo2QyRTwQcNmYkpVmfdLI5llirZU4/OUp8YQLUOPkFg7lhr2XDByx6rDWs0CYgUSBvugivhlHG4tU+uvAxNw/hmJBkVN28u7iLS8RogyObtMO9t95IROfRmGu4xAAZ1W/2RdxQaii5w4p34dcXKopD2DvmvAvLci7afBiW96r43kEc3j1RXwM9k/FideC9jvoX97PI4Cp+B3akh7b4MT2fdcnpJVP4tKz7lTG0u5zRcKJaL2MAEnTefkXF8iFkKG67pzpDV2p0aEVg1/uZA762nanlfTCC8kkXFOTnYCdN0MCP1RyfI7Af1FQDYRRSecfx9ZVDb54ZCvAAAAAElFTkSuQmCC)

**Радиус кластера** - максимальное расстояние точек от центра кластера:

![R_k = max \sqrt{\sum_{j=1}^n w_j(x_{ij}-\overline x_{kj})^2}](data:image/png;base64,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)

**Спорный объект** - это объект, который по мере сходства может быть отнесен к нескольким кластерам.

Размер кластера может быть определен либо по радиусу кластера, либо по среднеквадратичному отклонению объектов для этого кластера. Объект относится к кластеру, если расстояние от объекта до центра кластера меньше радиуса кластера. Если это условие выполняется для двух и более кластеров, объект является спорным.

Неоднозначность данной задачи может быть устранена экспертом или аналитиком.

Работа кластерного анализа опирается на два предположения: **Первое предположение** - рассматриваемые признаки объекта в принципе допускают желательное разбиение совокупности объектов на кластеры. **Второе предположение** - правильность выбора масштаба или единиц измерения признаков.

**Методы кластерного анализа**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=5)

Методы кластерного анализа можно разделить на две группы:

• иерархические;

• неиерархические.

Каждая из групп включает множество подходов и алгоритмов.

Используя различные методы кластерного анализа, аналитик может получить различные решения для одних и тех же данных. Это считается нормальным явлением. Рассмотрим иерархические и неиерархические методы подробно.

**Иерархические методы кластерного анализа**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=6)

Суть иерархической кластеризации состоит в последовательном объединении меньших кластеров в большие или разделении больших кластеров на меньшие.

**Иерархические агломеративные методы (Agglomerative Nesting, AGNES)** Эта группа методов характеризуется последовательным объединением исходных элементов и соответствующим уменьшением числа кластеров.

В начале работы алгоритма все объекты являются отдельными кластерами. На первом шаге наиболее похожие объекты объединяются в кластер. На последующих шагах объединение продолжается до тех пор, пока все объекты не будут составлять один кластер. **Иерархические дивизимные (делимые) методы (DIvisive ANAlysis, DIANA)** Эти методы являются логической противоположностью агломеративным методам. В начале работы алгоритма все объекты принадлежат одному кластеру, который на последующих шагах делится на меньшие кластеры, в результате образуется последовательность расщепляющих групп.

Программная реализация алгоритмов кластерного анализа широко представлена в различных инструментах Data Mining, которые позволяют решать задачи достаточно большой размерности. Например, агломеративные методы реализованы в пакете SPSS, дивизимные методы - в пакете Statgraf.

Иерархические методы кластеризации различаются правилами построения кластеров. В качестве правил выступают критерии, которые используются при решении вопроса о "схожести" объектов при их объединении в группу (агломеративные методы) либо разделения на группы (дивизимные методы).

**Меры сходства кластеров**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=7)

Для вычисления расстояния между объектами используются различные меры сходства (меры подобия), называемые также метриками или функциями расстояний. Евклидово расстояние, это наиболее популярная мера сходства.

Квадрат евклидова расстояния.Для придания больших весов более отдаленным друг от друга объектам можем воспользоваться квадратом евклидова расстояния путем возведения в квадрат стандартного евклидова расстояния.

**Манхэттенское расстояние** (расстояние городских кварталов), также называемое "хэмминговым" или "сити-блок" расстоянием.

Это расстояние рассчитывается как среднее разностей по координатам. ***В большинстве случаев эта мера расстояния приводит к результатам, подобным расчетам расстояния евклида.*** Однако, для этой меры влияние отдельных выбросов меньше, чем при использовании евклидова расстояния, поскольку здесь координаты не возводятся в квадрат. **Расстояние Чебышева.** Это расстояние стоит использовать, когда необходимо определить два объекта как "различные", если они отличаются по какому-то одному измерению.

**Процент несогласия.** Это расстояние вычисляется, если данные являются категориальными.

**Методы объединения или связи**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=8)

Когда каждый объект представляет собой отдельный кластер, расстояния между этими объектами определяются выбранной мерой. Возникает следующий вопрос - как определить расстояния между кластерами? Существуют различные правила, называемые методами объединения или связи для двух кластеров.

**Метод ближнего соседа или одиночная связь.**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=9)

Здесь расстояние между двумя кластерами определяется расстоянием между двумя наиболее близкими объектами (ближайшими соседями) в различных кластерах. Этот метод позволяет выделять кластеры сколь угодно сложной формы при условии, что различные части таких кластеров соединены цепочками близких друг к другу элементов. В результате работы этого метода кластеры представляются длинными "цепочками" или "волокнистыми" кластерами, "сцепленными вместе" только отдельными элементами, которые случайно оказались ближе остальных друг к другу.

**Метод наиболее удаленных соседей или полная связь.**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=10)

Здесь расстояния между кластерами определяются наибольшим расстоянием между любыми двумя объектами в различных кластерах (т.е. "наиболее удаленными соседями"). Метод хорошо использовать, когда объекты действительно происходят из различных "рощ". Если же кластеры имеют в некотором роде удлиненную форму или их естественный тип является "цепочечным", то этот метод не следует использовать.

**Метод Варда (Ward's method).**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=11)

В качестве расстояния между кластерами берется прирост суммы квадратов расстояний объектов до центров кластеров, получаемый в результате их объединения (Ward, 1963). В отличие от других методов кластерного анализа для оценки расстояний между кластерами, здесь используются методы дисперсионного анализа. На каждом шаге алгоритма объединяются такие два кластера, которые приводят к минимальному увеличению целевой функции, т.е. внутригрупповой суммы квадратов. Этот метод направлен на объединение близко расположенных кластеров и "стремится" создавать кластеры малого размера.

**Метод невзвешенного попарного среднего**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=12)

(метод невзвешенного попарного арифметического среднего - unweighted pair-group method using arithmetic averages, UPGMA (Sneath, Sokal, 1973)). В качестве расстояния между двумя кластерами берется среднее расстояние между всеми парами объектов в них. Этот метод следует использовать, если объекты действительно происходят из различных "рощ", в случаях присутствия кластеров "цепочного" типа, при предположении неравных размеров кластеров.

**Метод взвешенного попарного среднего**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=13)

(метод взвешенного попарного арифметического среднего - weighted pair-group method using arithmetic averages, WPGM A (Sneath, Sokal, 1973)). Этот метод похож на метод невзвешенного попарного среднего, разница состоит лишь в том, что здесь в качестве весового коэффициента используется размер кластера (число объектов, содержащихся в кластере). Этот метод рекомендуется использовать именно при наличии предположения о кластерах разных размеров. Невзвешенный центроидный метод (метод невзвешенного попарного центроидного усреднения - unweighted pair-group method using the centroid average (Sneath and Sokal, 1973)).

В качестве расстояния между двумя кластерами в этом методе берется расстояние между их центрами тяжести.

**Взвешенный центроидный метод** [**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=14)

метод взвешенного попарного центроидного усреднения -weighted pair-group method using the centroid average, WPGMC (Sneath, Sokal 1973)). Этот метод похож на предыдущий, разница состоит в том, что для учета разницы между размерами кластеров (числе объектов в них), используются веса. Этот метод предпочтительно использовать в случаях, если имеются предположения относительно существенных отличий в размерах кластеров.

**Иерархический кластерный анализ в SPSS**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=15)

Рассмотрим процедуру иерархического кластерного анализа в пакете SPSS (SPSS). Процедура иерархического кластерного анализа в SPSS предусматривает группировку как объектов (строк матрицы данных), так и переменных (столбцов). Можно считать, что в последнем случае роль объектов играют переменные, а роль переменных - столбцы. В этом методе реализуется иерархический агломеративный алгоритм, смысл которого заключается в следующем. Перед началом кластеризации все объекты считаются отдельными кластерами, в ходе алгоритма они объединяются. Вначале выбирается пара ближайших кластеров, которые объединяются в один кластер. В результате количество кластеров становится равным N-1. Процедура повторяется, пока все классы не объединятся. На любом этапе объединение можно прервать, получив нужное число кластеров. Таким образом, результат работы алгоритма агрегирования зависит от способов вычисления расстояния между объектами и определения близости между кластерами. Для определения расстояния между парой кластеров могут быть сформулированы различные подходы. С учетом этого в SPSS предусмотрены следующие методы:

• Среднее расстояние между кластерами (Between-groups linkage), устанавливается по умолчанию.

• Среднее расстояние между всеми объектами пары кластеров с учетом расстояний внутри кластеров (Within-groups linkage).

• Расстояние между ближайшими соседями - ближайшими объектами кластеров (Nearest neighbor).

• Расстояние между самыми далекими соседями (Furthest neighbor).

• Расстояние между центрами кластеров (Centroid clustering) или центроидный метод. Недостатком этого метода является то, что центр объединенного кластера вычисляется как среднее центров объединяемых кластеров, без учета их объема.

• Метод медиан - тот же центроидный метод, но центр объединенного кластера вычисляется как среднее всех объектов (Median clustering).

• Метод Варда.

**Определение количества кластеров**[**Править**](http://ru.science.wikia.com/wiki/%D0%9A%D0%BB%D0%B0%D1%81%D1%82%D0%B5%D1%80%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7?action=edit&section=16)

Существует проблема определения числа кластеров. Иногда можно априорно определить это число. Однако в большинстве случаев число кластеров определяется в процессе агломерации/разделения множества объектов. Процессу группировки объектов в иерархическом кластерном анализе соответствует постепенное возрастание коэффициента, называемого критерием Е. Скачкообразное увеличение значения критерия Е можно определить как характеристику числа кластеров, которые действительно существуют в исследуемом наборе данных. Таким образом, этот способ сводится к определению скачкообразного увеличения некоторого коэффициента, который характеризует переход от сильно связанного к слабо связанному состоянию объектов.